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Abstract 
 
As science and technology evolve, object detection of moving objects has been widely used 

in the context of machine learning and artificial intelligence. Traditional moving object 
detection algorithms, however, are characterized by relatively poor real-time performance and 
low accuracy in detecting moving objects. To tackle this issue, this manuscript proposes a 
modified Kalman filter algorithm, which aims to expand the equations of the system with the 
Taylor series first, ignoring the higher order terms of the second order and above, when the 
nonlinear system is close to the linear form, then it uses standard Kalman filter algorithms to 
measure the situation of the system. which can not only detect moving objects accurately but 
also has better real-time performance and can be employed to predict the trajectory of moving 
objects. Meanwhile, the accuracy and real-time performance of the algorithm were 
experimentally verified. 
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1. Introduction 

Thanks to the continuous advancement of science and technology, the detection and tracking 
of moving objects is a crucial research topic with regard to computer vision, vision and image 
coding, and video image compression and transmission and other fields have a wide range of 
applications[1]. It mainly includes two technologies: moving target detection technology and 
tracking. Moving object detection explores whether there is a moving object in the video 
sequence, and determines the position, shape, and other features of the moving object, the 
space-time change, such as the appearance and disappearance of the target, its position, size, 
and the target’s shape, and determine the trajectory of the moving target[2]. Detection and 
tracking of moving objects are closely related to each other. Detection is the basis of tracking, 
and target tracking also helps to detect moving objects more accurately in the following image 
sequences [3]. Moving object detection is to eliminate the irrelevant redundant information in 
the time domain and space domain in video representation space utilizing computer vision, 
and the research process of the object with spatial position change is extracted effectively. 
Most of the previous target detection algorithms come from manual operation and lack of 
image feature representation, resulting in unclear and inaccurate detection results [4]. In light 
of this, we must set up a variety of detection algorithms to solve the corresponding problems. 
In parallel, to address the lack of appropriate resources in the computational process, a more 
suitable computational algorithm must be sought to further accelerate the extraction of features 
and make the target detection algorithm clearer and more accurate[5]. This paper presents a 
modified form of the Kalman filter algorithm, which simply sets up a filter over some time. 
The Kaman filter follows the basic idea of using a least-squares error as the best criterion. 
Using the state-space model of signal and noise, the state variables are evaluated by using 
previous estimates and current visual observations, to reduce errors caused by system noise 
and noise, to obtain the optimal state variables, the algorithm is established to minimize the 
signal processed by equations and observation equations, and to predict the error to obtain the 
corresponding estimates[6]. Instead of storing historical measurements, the Kaman filter uses 
its state-transition equations to reduce storage and computation by using a set of recursive 
equations that compute new parameter estimates[7]. So the filter contains relatively little data 
to handle the noise in the observed data, yielding a good result [8]. The Kalman filter calculates 
the best predictive value of the instant according to the motion of the moving object in the 
earlier moment and then derives the best predictive value of the next moment [9]. The key in 
this process is how to get the Emmerich Kalman gain. Here, the Emmerich Kalman gain is 
obtained based on the equations of the motion system and the errors produced in the tracking 
process. Meanwhile, the deviations are corrected by the Kalman filter, resulting in more 
accurate detection accuracy and better real-time performance [10]. Finally, the experiment 
shows that the Kalman filter algorithm is excellent in the detection process of moving objects, 
and its application to the prediction of vehicle trajectory can also achieve better results [11]. 

2. Related Work 

As time goes on, the recognition algorithms of all kinds of moving objects have been discussed 
constantly [12]. In recent years, there has been a dramatic change, especially from theory to 
practice. The corresponding moving object detection algorithm is now a trend of research [13]. 
For example, Guo Yan proposed a fusion algorithm for a stadium location, which uses a self-
optimizing particle filter to combine an improved algorithm for athlete trajectory estimation 
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with a Wifi localization fingerprint algorithm to localize the stadium and then achieve object 
detection through image recognition [14]. Additionally, Luis Ruiz Suarez et al., “proposed a 
deep learning-based object detection algorithm in remote sensing images, where the image 
background needs to be distinguished to achieve accurate recognition results in video 
surveillance [15]. Yang uses a background subtraction algorithm to detect and recognize 
moving targets [16]. Besides, the Yolov3 algorithm is put forward in the process of machine 
vision object detection, and the expected recognition effect is basically achieved [17]. In 
parallel, Michael et al., “introduced the training of a deep learning detector for better motion 
recognition [18]. Meanwhile, Zhao Long et al., “studied the recognition algorithm of an 
intelligent video surveillance system based on multi-camera networks [19]. Li Zhihao et al., 
“presented an improved resampling particle filter algorithm in a moving target tracking and 
detection algorithm [20]. Meanwhile, Doksy et al., “combine depth research learning with 
Yolov to realize visual moving object detection [21]. What’s more, the research of Xu Pengfei 
et al., “reveals that the moving target monitoring and intelligent tracking algorithm in video 
surveillance can achieve target tracking recognition [22]. This paper presents a novel 
algorithm for identifying and tracking moving objects with better accuracy and real-time 
performance. Mo Yang-hui and others have proposed that a modified Kalman filter algorithm 
can increase the perceived range of a vehicle by outputting position information, and 
experimental studies have shown that the algorithm improves the average positioning 
accuracy[23]. In a paper, Hosek Chua proposed the use of sparse optical flow to detect and 
track moving objects by determining the location of feature points, the experiments 
demonstrate that the adopted method can make moving target detection more accurate 
compared with the optical flow method[24]. To figure the trajectory tracking challenge faced 
by an automatic straddle carrier (ASC), the state of ASC is estimated by using an improved 
Kalman filter, and the corresponding experiments were carried out, the results show the 
modified method overstands among all the with its effectiveness[25]. In order to improve the 
accuracy of noise covariance matrix measurement, Wang Wei et al proposed an improved 
Kalman filter algorithm. which was simulated by initial alignment and compared with the 
conventional Kalman filter, the error accuracy of the misalignment angle is improved by an 
order of magnitude[26]. In a paper, Xue Renzheng mentioned the improved frame difference 
method to detect automatically the moving object's automatic detection and tracking algorithm 
in a quick a precise way [27]. Bissin et al have studied the detection of moving objects. In the 
course of the research, the improved convolutional neural network can detect moving objects 
accurately[28]. When Guan Yurong and others study target recognition, they divide the target 
image into a group of initial regions and then group the adjacent regions according to the 
region features by using clustering and hierarchical strategies, by using the edge detector to 
extract the edge from the original image, the target detection system can be refined to improve 
the accuracy of detection[29]. In his other paper, he proposed that by using multi-level 
segmentation of super-pixel, we can get a high-quality class-independent scheme, extract 
feature vectors from it, and then map the features with soft-max classifier, to determine the 
class of each object and use a deep neural network (DNN)-based high-quality target 
location[30]. Both of these papers subdivide the target image to accurately identify the 
corresponding target object. These technologies are aimed at static object recognition. The 
target position of the moving object can be predicted by using the improved Kalman filter 
algorithm designed in this paper, and then the target can be accurately identified by the 
algorithm which continuously corrects the position. 
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3.  Improved Kalman filter algorithm of target detection 

3.1 Kalman filter algorithm and its principle 

Target detection is the ability of target recognition, and accuracy and real-time are of 
paramount importance in the system [31]. The accuracy and real-time requirements are 
particularly high when processing moving targets in real-time in complex scenes. Moving 
object tracking is a process of adaptive filtering. The basic approach is to identify the 
information about the current moving target position and then to detect or distinguish it by 
adjusting the gain and covariance matrix of the filter according to the change in information 
[32]. The target characteristics are detected in real-time and the optimal prediction value is 
acquired by the Kalman filter algorithm, thus realizing the tracking and detection of the object. 
The basic routine is depicted in Fig. 1.  
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Fig. 1. Schematics of the Kalman filter 
 

As evidenced by the figure, when a detection target appears, its maneuvering 
characteristics can be determined from the initial state of the target. The corresponding 
measurement equations are derived from the corresponding properties [33]. As a result, 
specific information about the target can be acquired. The corresponding gain is determined 
by target detection and identification, and then the output is obtained by means of a Kalman 
filter [34]. At the same time, the target is predicted after Kalman filtering and the 
corresponding novel information will be obtained. 

The following shows the expression for the target state and the expression for the 
measurement result (1)(2) 

              𝑃𝑃(𝑘𝑘 + 1) = 𝜙𝜙(𝑘𝑘 + 1,𝑘𝑘)𝑃𝑃(𝑘𝑘) + 𝑈𝑈(𝑘𝑘)𝑋𝑋(𝑘𝑘)              (1) 
                     𝑀𝑀(𝑘𝑘) = 𝐹𝐹(𝑘𝑘)𝑃𝑃(𝑘𝑘) + 𝑄𝑄(𝑘𝑘)                    (2) 

𝑃𝑃(𝑘𝑘) is a vector representing the state of a target, and 𝑀𝑀(𝑘𝑘)means the measuring vector. 
𝑊𝑊(𝑘𝑘) represents state noise and 𝑄𝑄(𝑘𝑘)stands for measurement noise. In parallel, the state 
transition matrix is marked by𝜙𝜙(𝑘𝑘 + 1,𝑘𝑘),𝑈𝑈(𝑘𝑘)stands for noise-driven matrix, and 𝐹𝐹(𝑘𝑘)is 
the measurement matrix. 𝑊𝑊(𝑘𝑘)and 𝑄𝑄(𝑘𝑘)satisfies the following expression. 

 𝐸𝐸[𝑋𝑋(𝑘𝑘)] = 0, 𝑐𝑐𝑐𝑐𝑐𝑐[𝑋𝑋(𝑘𝑘),𝑋𝑋(𝑗𝑗)] = 𝐸𝐸[𝑋𝑋(𝑘𝑘)𝑋𝑋(𝑗𝑗)𝑇𝑇] = 𝐽𝐽(𝑘𝑘)𝜒𝜒𝑘𝑘𝑘𝑘        (3) 
𝐸𝐸[𝑄𝑄(𝑘𝑘)] = 0, 𝑐𝑐𝑐𝑐𝑐𝑐[𝑄𝑄(𝑘𝑘),𝑄𝑄(𝑗𝑗)] = 𝐸𝐸[𝑄𝑄(𝑘𝑘)𝑄𝑄(𝑗𝑗)𝑇𝑇] = 𝑅𝑅(𝑘𝑘)𝜒𝜒𝑘𝑘𝑘𝑘           (4) 

             𝑐𝑐𝑐𝑐𝑐𝑐[𝑋𝑋(𝑘𝑘)𝑄𝑄(𝑗𝑗)] = 𝐸𝐸[𝑋𝑋(𝑘𝑘)𝑄𝑄(𝑗𝑗)𝑇𝑇] = 0                    (5) 
The above formula: 𝐽𝐽(𝑘𝑘)is considered a non-negative definite matrix for the variance 

matrix of the noise sequence of the system.𝐽𝐽(𝑘𝑘)measures the variance matrix of the noise 
sequence of the system, which is presumed a positive definite matrix. 
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The status further predicts: 
              𝑃𝑃�(𝑘𝑘|𝑘𝑘 − 1) = 𝜙𝜙(𝑘𝑘,𝑘𝑘 − 1)𝑃𝑃�(𝑘𝑘 − 1|𝑘𝑘 − 1)                 (6) 
State estimation： 

      𝑃𝑃�(𝑘𝑘|𝑘𝑘) = 𝑃𝑃�(𝑘𝑘|𝑘𝑘 − 1) + 𝑆𝑆(𝑘𝑘)�𝑀𝑀(𝑘𝑘) − 𝐹𝐹(𝑘𝑘)𝑃𝑃�(𝑘𝑘|𝑘𝑘 − 1)�           (7) 
Filtering gain： 

 𝑆𝑆(𝑘𝑘) = 𝑁𝑁(𝑘𝑘|𝑘𝑘 − 1)𝐹𝐹𝑇𝑇(𝑘𝑘)[𝐹𝐹(𝑘𝑘)𝑁𝑁(𝑘𝑘|𝑘𝑘 − 1)𝐹𝐹𝑇𝑇(𝑘𝑘) + 𝑅𝑅𝑘𝑘]−1         (8) 
Predicted mean square error： 
 𝑁𝑁(𝑘𝑘|𝑘𝑘 − 1) = 𝜙𝜙(𝑘𝑘, 𝑘𝑘 − 1)𝑃𝑃𝑘𝑘−1𝜙𝜙𝑇𝑇(𝑘𝑘, 𝑘𝑘 − 1) + 𝑈𝑈(𝑘𝑘 − 1)𝐿𝐿(𝑘𝑘 − 1)𝑈𝑈𝑇𝑇(𝑘𝑘 − 1)  (9) 
Estimated average square deviation: 

             𝑁𝑁(𝑘𝑘|𝑘𝑘) = [𝐼𝐼 − 𝑆𝑆(𝑘𝑘)𝐹𝐹(𝑘𝑘)]𝑁𝑁(𝑘𝑘|𝑘𝑘 − 1)                   (10) 
Expressions 1-10 are the basic logical representation of the Kalman filter. Given the 

original values𝑃𝑃(0) 𝑁𝑁(0), the state evaluation of the k-moment is calculated recursively, 
taking the measurements from the k-moment𝑷𝑷�(𝒌𝒌)into consideration. 

When using Kalman filtering, two update methods are implemented to guarantee the 
accuracy of the detected target information. One approach concerns the time update, which is 
well described by the expressions (6) and (7) above during Kalman filtering. The other 
approach is the measurement update, where there may be some errors in the identification and 
detection process. [35]. The update process mainly uses a comparison of the error and the 
measurement value to obtain the new measured value [36]. 

3.2 Methodology of the Improved Kalman filter algorithm  

As a matter of fact, system models are often non-linear, and an improved Kalman filter 
is often adopted to solve such problems. This improved Kalman filter algorithm can convert 
some hard-to-express non-linear functions into approximate probability densities [37]. A third-
order Taylor expansion was applied for better accuracy, avoiding degradation of the sampled 
data due to defined algorithms. 

The principal processes of the algorithm are listed below: 
One: Predictions calculated according to the previous filtering value 𝑃𝑃�(𝐾𝐾 − 1/𝐾𝐾 − 1),     

             𝑃𝑃�(𝑘𝑘/𝑘𝑘 − 1） = 𝜓𝜓(𝑘𝑘,𝑘𝑘 − 1)𝑃𝑃�(𝑘𝑘 − 1/𝑘𝑘 − 1)               (11) 
Two: The filtering error variance matrix was obtained according to the previous 𝑁𝑁𝑃𝑃�(𝑘𝑘 −

1/𝑘𝑘 − 1). The predictive error variance matrix was calculated. 
𝑁𝑁𝑃𝑃�(𝑘𝑘/𝑘𝑘 − 1) = 𝜓𝜓(𝑘𝑘,𝑘𝑘 − 1)𝑁𝑁𝑃𝑃�(𝑘𝑘 − 1/𝑘𝑘 − 1)𝜓𝜓𝑇𝑇(𝑘𝑘,𝑘𝑘 − 1)𝛤𝛤(𝑘𝑘 − 1)𝐿𝐿(𝑘𝑘 − 1)𝛤𝛤𝑇𝑇(𝑘𝑘 − 1)                  

(12) 
Three: The Kalman gain calculation： 

      𝑆𝑆(𝑘𝑘) = 𝑁𝑁𝑃𝑃�(𝑘𝑘/𝑘𝑘 − 1)𝐷𝐷𝑇𝑇(𝑘𝑘)[𝐷𝐷(𝑘𝑘)𝑁𝑁𝑃𝑃�（𝑘𝑘/𝑘𝑘 − 1)𝐷𝐷𝑇𝑇(𝑘𝑘) + 𝑅𝑅(𝑘𝑘)]−1    (13) 
Four: Computational filtering estimation: 

        𝑃𝑃�(𝑘𝑘/𝑘𝑘) = 𝑃𝑃(𝑘𝑘/𝑘𝑘 − 1) + 𝑆𝑆(𝑘𝑘)[𝑍𝑍(𝑘𝑘) − 𝐷𝐷(𝑘𝑘)𝑃𝑃�(𝑘𝑘/𝑘𝑘 − 1)]          (14) 
Five: The calculation of the Filter Error Variance Matrix: 

      𝑁𝑁𝑃𝑃�(𝑘𝑘/𝑘𝑘) = [1 − 𝑆𝑆(𝑘𝑘)𝐷𝐷(𝑘𝑘)]𝑁𝑁𝑃𝑃�(𝑘𝑘/𝑘𝑘 − 1)                  (15) 
To achieve a deeper insight into the improved Kalman filtering process, Fig. 2 displays a 

flow chart of the Kalman filtering procedure, and Fig. 3 presents a flow chart of the 
computation of the improved Kalman filtering gain. 
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Fig. 2. Chart of the Kalman filter process 

 
Fig. 3. Chart of the computation of the improved Kalman filtering gain 

 
The flow of the modified Kalman filtering algorithm in the actual detection procedure is 

depicted below: 
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 Fig. 4. A flow chart of the improved Kalman filter algorithm 
 
Fig. 4 displays a flowchart of real-time target tracking using an upgraded Kalman filter 

algorithm. First, the initial target position is obtained from the measured value, then the target 
position of frame K is calculated with the algorithm functional formula, and the corresponding 
state prediction value is obtained, the expected position of the moving target in K + 1 frame is 
predicted, and the specific position of the moving target is obtained by iterating the expected 
value of K + 1 frame, the improved Kalman filter algorithm is adopted to modify and update 
the moving target’s position. Under this circumstance, the real-time monitoring and tracking 
of the moving target is achieved. 

4. Experiments on moving detection based on improved Kalman filter 

The technology of moving target detection has a far-reaching impact on people's lives 
[38]. Traditional target detection algorithms focus on pre-processing of images [39]. To boost 
the accuracy of the recognition process, an enhanced Kalman filter target detection algorithm 
is utilized here. For demonstrating the advantages of the algorithm better, simulation 
experiments were conducted on the improved algorithm, and the experimental outcomes are 
depicted below. 
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Fig. 5. Improved Kalman filter simulation 

 
This diagram displays the trajectory of a moving subject, with time as the horizontal 

coordinate and the Kalman filter as the vertical coordinate. As can be seen from the diagram, 
the improved model can track the moving object more accurately and thus achieve 
experimental effects. 

 
Fig. 6. The status of the improved Kalman filter system 
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As disclosed in Fig. 6, the motion of the modified Kalman filter tracking system is 
superior to the unfiltered tracking system, with higher accuracy. 

The precision of detection and identification is the most fundamental index to judge the 
moving object. Tests were conducted to better compare the accuracy of moving object 
monitoring and recognition using the improved Kalman filter versus conventional detection 
and recognition. The outcomes revealed that the modified Kalman filter algorithm has higher 
accuracy and better effect versus the traditional algorithm. The experimental data are exhibited 
in the table below [40]. 
 

Table 1. Table of average data compared in three dimensions. 

    
Fig. 7. Average filtering error curve on the X and Y axes 

 

 
Fig. 8. Standard deviation cures of filter errors on X and Y coordinates 

Categories of moving target detection Identification 

accuracy 
Identification speed (vehicles/ sec)  Manual time (s)  

Moving target detection based 

on improved Kalman filter 
Traditional moving target 
detection 
 
Difference 
 

      98.4% 
 
 

84.6% 
 
 

12.8% 

10.2 
 
 

3.6 
 
 

6.6 

2.8 
 
 

10.4 
 
 

7.6 
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The horizontal coordinates of Fig. 7 and Fig. 8 represent the number of iterations, where 
the horizontal coordinates of Fig. 7 are the mean of the filtering errors in the x and y directions, 
respectively, Hence, judging from the figure, the average value of filtering error is stable 
around 0, the longitudinal coordinate in Fig. 8 is the standard deviation of filtering error. From 
Fig. 8, the standard deviation of the filtering error of a moving object is stable around 30, by 
using a modified Kalman filter and iterating accordingly, it is possible to make X and y 
motions with an error of 0 and a standard deviation of about 30, a target that can accurately 
detect a moving object. 

To better account for the advantages of this algorithm and the accuracy of recognition, 
this paper applies the algorithm to a real-life situation where a section of the road is identified 
by the number of cars [41]. As can be observed from the diagram, moving vehicles are 
recognized as long as they pass through the junction within the time limit. The number of 
vehicles identified is visible at the top of the right-hand part of the display.
 

 
Fig. 9. The practical application of the improved algorithm 

5. Discussion 

This paper presents an improved Kalman filter algorithm that combines previous state 
estimates with current state observations to estimate the current state values, to improve the 
tracking precision of the moving target, the target is processed quickly by iterative method and 
the position of the target is modified continuously. This research firstly compared the 
improved Kalman filter algorithm with the traditional one, and the simulation showed that the 
improved Kalman filter algorithm can locate the movement of objects in real-time and quickly. 
Secondly, the improved Kalman filter algorithm can track the situation of the target better than 
the algorithm without filtering. Finally, the algorithm is applied to the recognition of moving 
vehicles, able to accurately identify passing vehicles at intersections. Thus, the improved 
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Kalman filter algorithm can accurately recognize moving objects in real time. Aiming at 
elevating tracking accuracy and state dimension of the robust target tracking system in 
dynamic scenes, and how to improve the tracking capability in complex environments, further 
research on the Kalman filter is needed. 

6. Conclusion 

Based on the experiments, the paper studies object recognition during the movement of 
objects and draws the following conclusions:  

(1) The modified Kalman filter algorithm has a better tracking effect in comparison to 
the traditional algorithm, together with faster recognition speed and higher recognition 
accuracy of objects. 

(2) The algorithm in the filtering process has clear advantages over the algorithm in the 
non-filtering process.  

(3) The mean values of errors in the x and y coordinates were simulated and tested during 
the use of the algorithm, which is also an aspect of future research to optimize the algorithm. 
To demonstrate the effect of the recognition process better, this paper applies the improved 
Kalman filter algorithm to reality and finds high recognition efficiency and fast recognition 
speed.  

In future research, the improved Kalman filter algorithm needs to be further modified to 
improve the searchability of the algorithm. At the same time, we will combine other frontier 
research methods to optimize the prediction model and study how to use the historical 
information more effectively to make the algorithm perform better, to make a breakthrough 
in the research of the algorithm. 

References 
[1] Masood H, Zafar A, Ali M U, et al., “Tracking of a fixed-shape moving object based on the gradient 

descent method,” Sensors, 22(3), 1098, 2022. Article (CrossRef Link) 
[2] Javed S, Mahmood A, Al-Maadeed S, et al., “Moving object detection in complex scene using 

spatiotemporal structured-sparse RPCA,” IEEE Transactions on Image Processing, 28(2), 1007-
1022, 2018. Article (CrossRef Link) 

[3] A. Micheal, K. Vani, S. Sanjeevi, and C. H. Lin, “Object detection and tracking with UAV data 
using deep learning,” Journal of the Indian Society of Remote Sensing, vol. 49, no. 3, pp. 463–469, 
2021. Article (CrossRef Link) 

[4] L. Yue, R. Yang, Y. Zhang, L. Yu, and Z. Wang, “Deep reinforcement learning for UAV intelligent 
mission planning,” Complexity, vol. 2022, 13 pages, 2022, Article ID 3551508.  
Article (CrossRef Link) 

[5] R. Zhuang, S. A. DeLoach, and X. Ou, “A model for analyzing the effect of moving target defenses 
on enterprise networks,” in Proc. of the 9th Annual Cyber and Information Security Research 
Conference (CISRC’14), pp. 73-76, April 2014. Article (CrossRef Link) 

[6] Wang J, Luo J, Liu X, et al., “Improved Kalman filter based differentially private streaming data 
release in cognitive computing,” Future Generation Computer Systems, 98, 541-549, 2019.  
Article (CrossRef Link) 

[7] Wei Y, Hong T, Kadoch M, “Improved Kalman filter variants for UAV tracking with radar motion 
models,” Electronics, 9(5), 768, 2020. Article (CrossRef Link) 

[8] Fu H, Cheng Y, Cheng C, “A novel improved cubature Kalman filter with adaptive generation of 
cubature points and weights for target tracking,” Measurement Science and Technology, 33(3), 
035002, 2022. Article (CrossRef Link) 
 

https://doi.org/10.3390/s22031098
https://doi.org/10.1109/TIP.2018.2874289
https://doi.org/10.1007/s12524-020-01229-x
https://doi.org/10.1155/2022/3551508
https://doi.org/10.1145/2602087.2602088
https://doi.org/10.1016/j.future.2019.03.050
https://doi.org/10.3390/electronics9050768
https://doi.org/10.1088/1361-6501/ac3785


KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 17, NO. 9, September 2023         2359 

[9] Y. X. Qian and X. C. Chen, “An improved particle filter based indoor tracking system via joint 
Wi-Fi/PDR localization,” Measurement Science and Technology, vol. 32, no. 1, 2021.  
Article (CrossRef Link) 

[10] Z. W. Hu and Y. X. Su, “Infrared target tracking based on improved particle filtering,” 
International Journal of Pattern Recognition and Artificial Intelligence, vol. 35, no. 5, 2021, 
Article No. 2154015. Article (CrossRef Link) 

[11] Blanco J L, González J, Fernández-Madrigal J A, “Optimal filtering for non-parametric 
observation models: applications to localization and SLAM,” The International Journal of 
Robotics Research, 29(14), 1726-1742, 2010. Article (CrossRef Link) 

[12] Yazdi M, Bouwmans T, “New trends on moving object detection in video images captured by a 
moving camera: A survey,” Computer Science Review, 28, 157-177, 2018. Article (CrossRef Link) 

[13] Kulchandani J S, Dangarwala K J, “Moving object detection: Review of recent research trends,” 
in Proc. of 2015 International conference on pervasive computing (ICPC), IEEE, 1-5, 2015. 
Article (CrossRef Link) 

[14] Guo Y, “Moving target localization in sports image sequence based on optimized particle filter 
hybrid tracking algorithm,” Complexity, 1-11, 2021. Article (CrossRef Link) 

[15] Lv Y, Yin Z, Yu Z, “A Target Detection Algorithm for Remote Sensing Images Based on Deep 
Learning,” Contrast Media & Molecular Imaging, 2021. Article (CrossRef Link) 

[16] Yang K, Cai Z, Zhao L, “Algorithm research on moving object detection of surveillance video 
sequence,” Optics and Photonics Journal, 3(2), 308-312, 2013. Article (CrossRef Link) 

[17] Cheng S, Qin J, Chen Y, et al., “Moving Target Detection Technology Based on UAV Vision,” 
Wireless Communications and Mobile Computing, 2022. Article (CrossRef Link) 

[18] A. A. Micheal, K. Vani, S. Sanjeevi, and C. H. Lin, “Object detection and tracking with UAV data 
using deep learning,” Journal of the Indian Society of Remote Sensing, vol. 49, no.3, pp. 463–469, 
2021. Article (CrossRef Link) 

[19] Zhang L, Wang S, Sun H, et al., “Research on Dual Mode Target Detection Algorithm for 
Embedded Platform,” Complexity, 1-8, 2021. Article (CrossRef Link) 

[20] Li Z, Wu J, Kuang Z, et al., “Moving target tracking algorithm based on improved resampling 
particle filter in UWB environment,” Wireless Communications and Mobile Computing, 2022. 
Article (CrossRef Link) 

[21] O. Doukhi, S. Hossain, and D. J. Lee, “Real-time deep learning for moving target detection and 
tracking using unmanned aerial vehicle,” Journal of Institute of Control, vol. 26, no. 5, pp. 295–
301, 2020. Article (CrossRef Link) 

[22] Xu P, Zhou Z, Geng Z, “Technical Research on Moving Target Monitoring and Intelligent 
Tracking Algorithm Based on Machine Vision,” Wireless Communications and Mobile Computing, 
2022. Article (CrossRef Link) 

[23] Mo Y , Zhang P , Chen Z ,et al., “A method of vehicle-infrastructure cooperative perception based 
vehicle state information fusion using improved kalman filter,” Multimedia tools and applications, 
81, 4603-4620, 2022. Article (CrossRef Link) 

[24] Choi, H.; Kang, B.; Kim, D, “Moving Object Tracking Based on Sparse Optical Flow with Moving 
Window and Target Estimator,” Sensors, 22, 2878, 2022. Article (CrossRef Link) 

[25] Ding Z, Lin S, Gu W, Zhang Y, “Improved Kalman-Filter-Based Model-Predictive Control Method 
for Trajectory Tracking of Automatic Straddle Carriers,” World Electric Vehicle Journal, 14(5), 
118, 2023. Article (CrossRef Link) 

[26] A W W, A N H, A K Y,et al., “Improved Kalman filter and its application in initial alignment,” 
Optik, 226, 2021. Article (CrossRef Link) 

[27] Xue R, Liu M, Yu X, “Visual Sequence Algorithm for Moving Object Tracking and Detection in 
Images,” Contrast Media & Molecular Imaging, 2021. Article (CrossRef Link) 

[28] Bi X, Yang S, Tong P, “Moving Object Detection Based on Fusion of Depth Information and RGB 
Features,” Sensors, 22(13), 4702, 2022. Article (CrossRef Link) 

[29] Guan Y, Aamir M, Hu Z, et al., “A Region-Based Efficient Network for Accurate Object Detection,” 
Traitement du Signal, 38(2), 481-494, 2021. Article (CrossRef Link) 

 

https://doi.org/10.1088/1361-6501/abaa1f
https://doi.org/10.1142/S021800142154015X
https://doi.org/10.1177/0278364910364165
https://doi.org/10.1016/j.cosrev.2018.03.001
https://doi.org/10.1109/PERVASIVE.2015.7087138
https://doi.org/10.1155/2021/2643690
https://doi.org/10.1155/2021/3474921
http://dx.doi.org/10.4236/opj.2013.32B072
https://doi.org/10.1155/2022/5443237
https://doi.org/10.1007/s12524-020-01229-x
https://doi.org/10.1155/2021/9935621
https://doi.org/10.1155/2022/9974049
http://doi.org/10.5302/J.ICROS.2020.20.0027
https://doi.org/10.1155/2022/7277926
https://doi.org/10.1007/s11042-020-10488-2
https://doi.org/10.3390/s22082878
https://doi.org/10.3390/wevj14050118
https://doi.org/10.1016/j.ijleo.2020.165747
https://doi.org/10.1155/2021/3666622
https://doi.org/10.3390/s22134702
https://doi.org/10.18280/ts.380228


2360                                                           Zhou et al.: Research on detecting moving targets  
with an improved Kalman filter algorithm 

[30] Guan Y, Aamir M, Hu Z, et al., “An Object Detection Framework Based on Deep Features and 
High-Quality Object Locations,” Traitement du Signal, 38(3), 791-730, 2021.  
Article (CrossRef Link) 

[31] Wang L, Zhou K, Chu A, et al., “An improved light-weight traffic sign recognition algorithm based 
on YOLOv4-tiny,” IEEE Access, 9, 124963-124971, 2021. Article (CrossRef Link) 

[32] Z. Zhang, Y. Zhang, Y. Wen, K. Fu, and X. Luo, “Intelligent defect detection method for additive 
manufactured lattice structures based on a modified YOLOv3 model,” Journal of Nondestructive 
Evaluation, vol. 41, no. 1, pp. 1–14, 2022. Article (CrossRef Link) 

[33] H. Zhu, H. Wei, B. Li, X. Yuan, and N. Kehtarnavaz, “Real-time moving object detection in high-
resolution video sensing,” Sensors, vol. 20, no. 12, p. 3591, 2020. Article (CrossRef Link) 

[34] X. Chen, X. Peng, R. Duan, and J. Li, “Deep kernel learning method for sar image target 
recognition,” Review of Scientific Instruments, vol. 88, no. 10, 2017.  
Article (CrossRef Link) 

[35] Kwan C, Chou B, Kwan L Y M., “A comparative study of conventional and deep learning target 
tracking algorithms for low quality videos,” in Proc. of ISNN 2018: 15th International Symposium 
on Neural Networks, ISNN 2018, Minsk, Belarus, 521-531, 2018. Article (CrossRef Link) 

[36] Y. Sun, L. Chen, and L. Qu, “Through-the-wall radar imaging algorithm for moving target under 
wall parameter uncertainties,” IET Image Processing, vol. 13, no. 11, pp. 1903–1908, 2019. 
Article (CrossRef Link) 

[37] Z. G. Liu, J. Shang, and X. F. Hua, “Smart city moving target tracking algorithm based on quantum 
genetic and particle filter,” Wireless Communications and Mobile Computing, vol. 2020, 9 pages, 
2020, Article ID 8865298. Article (CrossRef Link) 

[38] D. Sudha and J. Priyadarshini, “An intelligent multiple vehicle detection and tracking using 
modified vibe algorithm and deep learning algorithm,” Soft Computing, vol. 24, no. 21, pp. 17417-
17429, 2020. Article (CrossRef Link) 

[39] D. Jian and H. Liu, “Research of moving target tracking technology based on LRCN,” in Proc. of 
the 2017 International Conference on Computer Systems, Electronics and Control (ICCSEC), 
2018. Article (CrossRef Link) 

[40] A. Rohan, M. Rabah, and S. H. Kim, “Convolutional neural network-based real-time object 
detection and tracking for parrot AR drone 2,” IEEE Access, vol. 7, pp. 69575-69584, 2019.  
Article (CrossRef Link) 

[41] H. Liang, J. Zou, K. Zuo, and M. J. Khan, “An improved genetic algorithm optimization fuzzy 
controller applied to the wellhead back pressure control system,” Mechanical Systems and Signal 
Processing, vol. 142, 2020, Article ID 106708. Article (CrossRef Link) 

 

 
 

 

Jiaquan,Zhou (1988-), male (Han nationality), Tengzhou City, Shandong Province, master 
student, lecturer, main research field is intelligent control, control theory and control 
engineering, email: zhoujiaquan152468@163.com. Mailing address: Guangxi Normal 
University of Science and Technology, No. 966, Tiebei Avenue, Laibin City, Guangxi. 

 

Wei Wei, associate professor, senior member of IEEE and ACM, senior member of CCF, 
Shaanxi Hanjiang scholar, CCF Big Data Special Committee, Internet of Things Special 
Committee, Network Data Special Committee, etc. H-index coefficient is 51+, Google cities 
over 8587+, email: weiwei@xaut.edu.cn. 

https://doi.org/10.18280/ts.380319
https://doi.org/10.1109/ACCESS.2021.3109798
https://doi.org/10.1007/s10921-021-00835-0
https://doi.org/10.3390/s20123591
https://doi.org/10.1063/1.4993064
https://doi.org/10.1007/978-3-319-92537-0_60
https://doi.org/10.1049/iet-ipr.2018.5670
https://doi.org/10.1155/2020/8865298
https://doi.org/10.1007/s00500-020-05042-z
https://doi.org/10.1109/ICCSEC.2017.8446988
https://doi.org/10.1109/ACCESS.2019.2919332
https://doi.org/10.1016/j.ymssp.2020.106708

